Literature Review

* introduction

According to the World Health Organization (who), stroke is the second leading cause of death in the world, accounting for about 11% of all deaths. Stroke is a kind of sudden cerebrovascular event. If we can predict ahead of time, we can take effective preventive measures for high-risk groups, which is of great significance in reducing the incidence rate of stroke. Prediction model is the main means to predict the risk of stroke. At present, most of the existing stroke early warning tools at home and abroad are based on the traditional mathematical model of risk factors and simple early warning tools. Because of its complex calculation, its clinical application is limited. In this study, according to the information data set of stroke patients provided by medical institutions, through the analysis of the characteristics of the data, we build a stroke prediction model, accurately predict the onset time of patients, and help medical staff to take timely protective measures.

* Literature Review

Stroke, also known as "brain attack", is one of the major causes of disability and death around the world. According to the World Health Organization (who), stroke is the second leading cause of death in the world, accounting for about 11% of all deaths. In the United States, there are nearly 800000 new stroke patients every year - about 137000 people die as a result, and the survivors permanently change their lifestyles. However, if the occurrence of early stroke can be determined or predicted as soon as possible, 80% of stroke can be prevented [1] [2]. It is estimated that there are currently 6.5 million stroke survivors in the United States. Stroke is a kind of brain damage caused by the interruption or reduction of blood supply to the brain. The oxygen and nutrition supply to the brain is cut off, and brain cells begin to die within a few minutes. Therefore, stroke is considered as an emergency medical event, which needs immediate diagnosis and treatment. Accurate judgment of the root cause and location of stroke is the decisive factor for the therapeutic effect. Many years ago, people thought that stroke could not be cured, but now, we have been able to try new technologies to treat stroke. The progress of medical technology has greatly improved the accuracy of stroke diagnosis and brain injury diagnosis. Prediction model is the main means to predict the risk of stroke [3] [4] [5] [6] [7]. According to the research of Akash, kunder [8] and others, using deep learning method to build stroke prediction model has achieved good results.

According to the Research Report of kurmi Sima [9], it is not enough for patients to know the early warning symptoms, risk factors and acute stroke reaction of stroke. Therefore, it is scientific and necessary to rely on the third party to predict the stroke of patients. At present, most of the existing stroke early warning tools at home and abroad are based on the traditional mathematical model of risk factors and simple early warning tools [10]. Because of its complex calculation, its clinical application is limited. In this study, according to the information data set of stroke patients provided by medical institutions, by analyzing the characteristics of the data, we built a stroke prediction model, accurately predicted the onset time of patients, and helped medical staff to take timely protective measures [11] [12].

According to the research of Nakano K [13], the risk factors of stroke include hypertension, smoking, high cholesterol and overweight, age, gender, race, family history, cardiovascular disease, recurrent stroke, TIA, etc. [14]. Stroke indicators: (1) high blood pressure: high blood pressure and blood pressure continuously higher than 115 / 75, high blood pressure can increase the risk of stroke by 2 to 6 times; (2) smoking: smoking for more than 5 years can double the risk of stroke; (3) high cholesterol: high cholesterol can increase the risk of stroke, and the optimal level of cholesterol in adults is 200 or 200 (4) overweight: overweight increases the risk of stroke, and weight should be related to height, so it is not easy to be overweight; (5) age: Although young people may have stroke, after 55 years old, the risk of stroke will double every ten years [15]; (6) gender: the risk of stroke in men is slightly higher than that in women. (7) Race: African Americans almost double the risk of stroke compared to Caucasians. (8) Family history: people with a family history of stroke have a higher risk of stroke. (9) Cardiovascular disease: heart attack can increase the risk of stroke, atrial fibrillation (AF) arrhythmia can also increase the risk of stroke [16] [17]; (10) recurrent stroke: people with a history of stroke have a higher risk of recurrent stroke. This high risk will last about five years and then gradually decrease; the risk is highest in the first few months. (11) TIA: the risk of severe stroke increases in the month of transient ischemic attack (TIA), usually within two days. And it is extremely easy to cause death after stroke because IHM related factors include diabetes [18] [19] [20].

According to N. Stroebele [21] studies have shown that stroke has early warning signals, and includes sudden and intermittent symptoms, such as acute numbness, weakness or paralysis on the face, arms or legs, especially on one side of the body; inability to raise both arms above the head at the same time, or inability to smile normally; sudden loss of balance, dizziness, loss of coordination; sudden blurred vision and decreased vision in one or both eyes Or see things with double shadow; sudden confusion of consciousness, difficulty in speaking or understanding simple sentences; sudden unexplained, severe local headache, sometimes accompanied by vomiting[22] [23]. The more symptoms you have, the more likely you are to have a stroke. Every minute after a stroke warning signal appears is very important, ideally within 60 minutes. Researchers have found that brain damage associated with stroke is more harmful than the damage directly caused by stroke and can worsen within 24 hours. According to the data of Zeng Huangling and other researchers, the recurrence of stroke will leave sequelae, such as spasticity [24], as the medical staff said, "loss of time is loss of brain".

If we can use tools to accurately identify, correctly judge these symptoms, record the time of these symptoms and other information, and then build a prediction model through deep learning, we can accurately judge the current physical condition of patients, predict whether patients will have a stroke in a certain period of time, and send them to the hospital for treatment in time, so as to reduce the possibility of permanent injury .

1. Summary

This paper refers to 30 literatures at home and abroad, and has a certain understanding of the theoretical knowledge and application methods of stroke prediction. This paper summarizes the characteristics and problems of the current stroke prediction methods.

Aiming at the problem of low accuracy of stroke prediction methods, this paper adopts the idea of ensemble learning, uses a series of learners to learn, and uses some rules to integrate the learning results, so as to obtain significantly superior generalization performance than a single learner. Because the problems that a single machine learning model can solve are limited and the generalization ability is poor, but by building and combining multiple learners to complete the learning task, we can often get the miraculous effect. These learners can be regarded as a basic unit, and they can be combined to form a powerful whole, which can solve more complex problems. Its idea can be summarized as three parts The cobbler is better than Zhuge Liang [25] [26] [27] [28] [29].

Advantages of integrated learning:

1. There are some differences between individual learners, which will lead to different classification boundaries, that is, there may be errors. After merging multiple individual learners, we can get more reasonable boundaries, reduce the overall error rate and achieve better results.

2. When the data set is too large or too small, it can be divided and put back to generate different data subsets, and then use the data subsets to train different learners, and finally merge into a strong learner;

3. If the boundary of data partition is too complex and it is difficult to describe the situation with linear model, then multiple models can be trained and then fused.

4. For multiple heterogeneous feature sets, it is difficult to fuse them directly, so we can consider using each data set to build a classification model, and then fuse multiple models.

A total of 5111 data sets were used in this experiment. The data sets included gender, age, hypertension, heart disease, marriage, work style, residence type, average blood glucose level, body mass index, smoking status, etc. Considering the small data set and some missing values, this paper intends to use three representative methods of ensemble learning framework, which are random forest method using bagging framework, AdaBoost method using boosting framework and stacking model method using our data to train the three models, and compare the prediction accuracy and recall of the three models The most suitable model for stroke prediction was selected. By using different combination strategies and finding the optimal parameters, the classification performance of the model is further improved.
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